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Future Work
● We plan to explore several other multi bot 

architectural settings and perform a more thorough 
human evaluation for qualitative analysis of our 
dialog. 

● We also plan on incorporating other language priors 
in our reinforcement learning setup to further 
improve the dialog quality. 

● We will also experiment with using a discriminative 
answer decoder which uses information of the 
possible answer candidates to rank the generated 
answer with respect to all the candidate answers and 
use the ranking performance to train the answer 
decoder.

.

● Formulated as a conversation between two collaborative 
agents, a Question (Q-) Bot and an Answer (A-) Bot

● A-Bot given an image, while Q-Bot is given only a caption to 
the image - both agents share a common objective, which is 
for Q-Bot to form an accurate mental representation of the 
unseen image

● Facilitated by exchange of 10 pairs of questions and answers 
between the two agents, using a shared common vocabulary

● Pretraining the agents with supervision from the VisDial 
dataset, followed by making them interact and adapt to each 
other via reinforcement learning maximizes task 
performance, but the agents learn to communicate in non-
grammatical and semantically meaningless sentences, hence 
motivating our multi-agent setup
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● 1 Q-Bot and 1 A-Bot are trained in isolation via supervision to 
optimize the MLE objective, leading to uninformative and 
repetitive dialog and inability to respond to out of distribution 
questions/answers

● We use Curriculum based learning to smoothly transition 
from supervised learning to Reinforcement Learning

● Reinforcement Learning uses the change in distance between the 
predicted image embedding and the ground truth embedding as 
the reward function which is shared by both the Q and A bot. We 
train the system using the REINFORCE algorithm.

● No explicit incentive to maintain natural language and hence prone 
to deviate from it to optimize transfer of information between bots

● We solve the problem using our Multi Agent setup where we 
arbitrarily pick a Q and A bot pair and carry out a round of training 
for them and keep repeating the process

● Much harder for the bots to deviate from natural language in this 
setting as coming up with a new language pair for each pair of bots 
is highly inefcient

Interpretable, goal-
oriented dialog 

between artifcial 
agents

➢ Humans adhere to natural language 
because they have to interact with an 
entire community

➢ Having a private language for each 
person would be inefcient

We propose a multi-agent dialog 
framework (MADF) where each agent 
interacts with and learns from 
multiple agents and show that it 
results in more coherent and human-
interpretable dialog between agents, 
without compromising on task 
performance
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