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Mind Your Language: Learning Visually
Grounded Dialog in a Multi-Agent Setting

* Reinforcement Learning uses the change in distance between the

Abst ra ct predicted image embedding and the ground truth embedding as
the reward function which is shared by both the Q and A bot. We Metric N | Supervised | RL 1Q,1A | RL 1Q,3A | RL 3Q,1A
> Humans adhere to natural language train  the system using the REINFORCE algorithm. ; %i‘;ﬁ%ﬁfgﬁi 2 22'255 2257755 225 22'37755
because they have to interact with an 0 , . 3| A-BotRelevance | 12 2.5 2.583 2.25 1.67
- - Tt(st (Qt Q¢ yt)) — l(@t—l yg ) — l(gjt,yg ) 4 | A-Bot Grammar | 12 1.92 3.5 1.83 2.25
ENLIREICOMImUMILy A ’ 5 | Overall Coherence | 20 | 2.8 3.05 23 1.85
. Having 3 private Ianguage for each e No explicit incentive to maintain natural la nguage and hence prone Table 2: Human Evaluation Results - Mean Rank (Lower is better). N refers to the number of human
: : D : : evaluators involved in the ranking.
person would be inefficient to deviate from it to optimize transfer of information between bots
* We solve the problem using our Multi Agent setup where we
We propose a multi-agent dialog arbitrarily pick a Q and A bot pair and carry out a round of training e T——— HurrsHuman Didogue st
framework (MADF) where each agent for them and keep repeating the process '
Inte rp retable, goa|- interacts with and learns from :g‘,y,"?hp:g" Eﬁ!ﬂ‘éﬁiiﬂ!ﬂ% whgfhgghgk%: park, hdtiu‘wﬁéfh‘
oriented dialog multiple agents and show that it * Much harder for the bots to deviate from natural language in this o | I | sveontirs s
SR ST T results in more coherent and human- setting as coming up with a new language pair for each pair of bots
. . . o« . RL-1Q, 1A RL-1Q, 3A RL - 3Q, 1A
agents interprEtabIe dialog between agentsl IS hlghly IneffICIent is there more than 1 skier ? Yes lam.ethere}anyotherpeoplearound? yNo howolldisthz_awoman? 'AbQut16
performance I procedure MULTIBOTTRAIN
2; while train_iter < max_train_iter do > Main Training loop over batches hereaint sstarowskingouyet | | o o Horealy
3: Qbot < random_select (Q1, 2, Q3....Q04)
4: Abot < random _select (A1, Ag, As....A,) > Either qoraisequal to 1 7 Zmeninagassy park piaying fisbee | Human-Human Dialogue T T
P ro b I e m St a t e m e n t 5: histOTy — (O, O, O) > HiStOI'y lnltlallzed Wlth ZETOS How many men? 2 are the boys playing olleyball ? yes , a professional boy
6: fact < (0,0,...0) > Fact encoding initialized with zeros X”“t‘why{pfys i "v;mym:yyb"’g ymbyt:m‘té’;"’mg
7 Aimage_pred < 0 > Tracks change in Image Embedding v S | | B | st
* Formulated as a conversation between two collaborative 21 ?thf— ?ﬁ)efl—enc(Qbota fact, history, caption) R | | SRR | e
. : ortin 1: 0 > rave rounds or dialog
agents, a Question (Q-) Bot and an Answer (A-) Bot 10: ques, — Ques_gen(Qbot, Qz) o — —
¢ A'BOt given an image, Wh”e Q'BOt iS given Only a Ca ption to 11: AZt — A;S_enc(f(qut?fjc-t7)hi8t0rry’ image7 quest,C&ption) do you recognize 1 ball ? looks like a around How old do the men appear? 30s What color is umbrella? Black with a blue stripe
: S L 12: ansy < Ans_gen(Abot, Az T emooyms | wocmsmsomons e | | opt i
thee Irmteigfs - e apeiis shait & conumen slafeetive, Wil s g fact « [quest, ans] > Fact encoder stores the last dialog pair | £ | | oincrcoy || B i
for Q-Bot to form an accurate mental represe ntation of the 14: history < concat(history, fact) > History stores all previous dialog pairs Etgf":}gyquK'm it e 135 'vv;i‘vtmm;“;fhmrﬁ'dég?y"g Yes""e’e‘sama"be“‘”“‘“:;g EEEYDJFII:""‘" Lok vy 1
: 15: Qz +— Ques_enc(Qbot, fact, history, caption) oy g mare? e ore o poome | |
uns.e.en Mage _ . 16: image_pred < image_regress(Qbot, fact, history, caption) s
* Facilitated by exchange of 10 pairs of questions and answers 7. R; « (target_image — image_pred)? — Aimage_pred _ , o
) 18: Aimage_pred  (target_image — image_pre d)g Figure 4: Two randomly selected images from the VisDial dataset followed by the ground truth (human)
between the two agents, USIﬂg d Shared common vocabulary 19; end for gePp Jet- g ge-p and generated dialog about that image for each of our 4 systems (SL, RL-1Q,1A, RL-1Q,3A, RL-3Q,1A).
o Pretraining the agents with su pervision from the VisDial -0, Alwape) 1_10 igl VGQb (G log p(quese, Oaper) — Aimage_pred These images were also used in the human evaluation results shown in Table 2
dataset, followed by making them interact and adapt to each 2 A(Wabot) < 75 X121 Gt Vo, og plansy, 0 apor)
other via reinforcement learning maximizes task ** WQbot 4= Wapor + A (Wapor) > REINFORCE and Image Loss update for Qbot
. . 23: W ABot 4= Wabor + AW ap0r) > REINFORCE update for Abot ucure or
performance, but the agents learn to communicate in NON-  2s:  end while
i i i 25: end procedure .
grammatical and semantically meaningless sentences, hence * We plan to explore several other multi bot
motivating our multi-agent setu : :
5 5 P architectural settings and perform a more thorough
Method human evaluation for qualitative analysis of our
dialog.
p— Question Model MRR | Mean Rank | R@1 | R@5 | R@10 * We also plan on incorporating other language priors
Answer Prior (Das et al., 2016) 0.3735 26.50 23.55 | 48.52 | 53.23 in our re|nfo rcement |ea rnlng Setup to fu rther
Answer 1 MN-QIH-G (Das et al., 2016) | 0.5259 17.06 4229 | 62.85 | 68.88 . he dial i
Q-Bot Question 2 image HCIAE-G-DIS (Lu et al., 2017) | 0.547 1423 | 44.35 | 6528 | 71.55 Improve the dialog quality.
o Frozen-Q-Multi (Das et al., 2017) | 0.437 21.13 N/A | 53.67 | 60.48 * We will also experiment with using a discriminative
° R CoAtt-GAN (Wu et al., 2017) | 0.5578 14.4 46.10 | 65.69 | 71.74 : : :
O ’ \ '
: 7 Caption SL(OuS) 0610 5333 3174 1576 72638 answer decoder Whl(.Zh uses information of the
Question 10 . RL - 1Q,1A(Ours) 0.459 7.097 16.04 | 54.69 | 72.34 possible answer candidates to rank the generated
ABot ? RL - 1Q.3A(Ours) 0.601 1 5495 | 34.83 | 57.47 | 72.48 answer with respect to all the candidate answers and
Guessed Image Answer 10 e RL - 3Q,1A(Ours) 0.590 5.56 33.59 | 57.73 | 72.61 , _
use the ranking performance to train the answer
Table 1: Comparison of Metrics with Literature decoder.

Figure 1: Multi-Agent (with 1 Q-Bot, 3 A-Bots)
Dialog Framework
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